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HANDS-ON — InTrODUCTION TO GPU COMPUTING WiTH CUDA
FIRST STEPS

Exercise

Q1) Figure out what type of GPU is installed on the compute-node you had been
given access to. Is it a device of type “enterprise grade” or of type “consumer
grade” ? Is there a single GPU on-board, or are there multiple GPUs (if so
how many and how are they inter-linked) ? What could be the most convinc-
ing architectural feature to acquire such a device for the purpose of scientific
computing ?

10 min
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HANDS-ON — InTrRODUCTION TO GPU COMPUTING WiTH CUDA

FIRST STEPS CONT.

Al)

The command to use for querying basic GPU information
on a particular compute node is
nvidia-smi

which reveals “NVIDIA A100-PCIE-40GB”
“A100" is of type “enterprise grade”

There are two A100 GPUs on these nodes interlinked via

slowest SYS connects;
“A100" is still a very powerful model in NVIDIA's port-

folio with 40 GB on-board memory and very high mem-
ory bandwith of 1.6 TB/s. The greatest design advantage
is its strong FP64 peformance of 10 TFLOPs/s or even
20 TFLOPs/s when operated using tensor cores;
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HANDS-ON — InTrRODUCTION TO GPU COMPUTING WiTH CUDA
FIRST STEPS CONT.

Exercise

Q2) Examine the discussed example,
single__thread__block_matrix_addition.cu
compile and execute it and see whether it's creating the output expected;

10 min
— https://tinyurl.com/cudafordummies/i/11/single_thread_block_matrix_addition.cu
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HANDS-ON — InTrRODUCTION TO GPU COMPUTING WiTH CUDA
FIRST STEPS CONT.

A2) i) Look into the mentioned sample program
vi ./single__thread_block_matrix_addition.cu

II) Once everything is clear, compile it directly on the GPU node using,

nvcc . /single_thread_block_matrix_addition.cu

iii) Run the resulting executable, a.out, directly on the GPU node,
./a.out

iV) Examine the output and see whether or not it can serve as a proof of cor-

rectness
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HANDS-ON — InTrODUCTION TO GPU COMPUTING WiTH CUDA
FIRST STEPS CONT.

Q3) For any *.cu code where the size of a given array, N, is not an integral multiple
of the anticipated size of the threadblock, how can we improve the kernel (and
related code sections) to properly work on such arbitrary sized arrays ?

10 min
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HANDS-ON — InTrRODUCTION TO GPU COMPUTING WiTH CUDA

FIRST STEPS CONT.

A3) )

iii)

Let’s take the previous example and modify the dimension of the threadblock to (N +
1) x (N+1)

cp ./single_thread_block_matrix_addition.cu \
./single_thread_block_matrix_addition_mod.cu

vi ./single_thread_block_matrix_addition_mod.cu

. threadsPerBlock.x = N + 1;
Since now there are threads that would refer to non-existing array elements, we need

to exclude these cases in the kernel,

Cif((i<N)&& (< N)){ ... }

Compile and run it as previously,
nvcc . /single_thread_block_matrix_addition_mod.cu

./a.out

— https://tinyurl.com/cudafordummies/i/11/single_thread_block_matrix_addition.cu
— https://tinyurl.com/cudafordummies/i/hol/single_thread_block_matrix_addition_v2.cu
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