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Introduction

● Training your LLM model on VSC5
 

● Your project at VSC5
● Interactive sessions

 
● Slurm scripts
● Fine tune a (BERT) model    
● LLM_webinar_EuroCC_github 

https://github.com/sonersteiner/20231009_LLM_webinar_EuroCC
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Training your model on VSC5
● Talk to us → get a project at the cluster, managed by euroCC or VSC stuff

Your project number

This is a test project

Your project name

You need for the login OTP
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Training your model on VSC5
● For login, you need a TU-Wien, Uni-Wien IP
● Either VPN or we need to give you access from a specific IP-adress

tuwien ip number for that we need
a telnumber
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Training your model on VSC5

● Welcome to the VSC5

We want to
use GPUs



6LLM Webinar, 2023, Wien 6

Training your model on VSC5
● An interactive session with the GPU allocate a A100 GPU

for an interactive session

login to the GPU node
Cuda spack env
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Training your model on VSC5
● An interactive session with the GPU Source the cuda env

variables

load the required modules
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Training your model on VSC5
● An interactive session with the GPU

check the GPU you are on
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Training your model on VSC5

● A simple model for, which I need the resources on VSC5 
● Splitted the work into four steps 

● Prepare the data 

● Do the training

● Test the model

● Save the model 
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Training your model on VSC5
● There are several ways to do the work 
● I will show the interactive one first 

prepare the data
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prepare the data

Training your model on VSC5
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create and
train your model

Training your model on VSC5
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Training your model on VSC5
test your model
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Training your model on VSC5
test your model

to be or not to be so in the world and the strangeness
to see the wo

one can get better results by augmenting the train data set 

to be or not to be that is the ….. 
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reload your model after training
Training your model on VSC5
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of course one can also use slurm scripts
Training your model on VSC5
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of course one can also use slurm scripts
Training your model on VSC5
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a few words on ML, DL, AI and the frameworks in general 
Training your model on VSC5

● Take your time for data preparation
● Test before you submit a big job → interactive sessions

 
● Don’t mix the frameworks, use just one, e.g.: tensorflow, pytorch, scikit, ...
● Have big datasets more then 100 GB → get in touch with us
● Multi-GPU Training → get in touch with us
● At the moment everything is changing very fast, e.g. nvidia has its

own versions, intel has extensions of scikit-learn, ….   
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Small live demo at our cluster
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Fine tune a (Bert) model 
● There are several sources for pretrained models, e.g.:
● Intel’s modelzoo: modelzoo

 
● tensorflow-hub
● kaggle
● modelzoo

https://github.com/IntelAI/models
https://tfhub.dev/
https://www.kaggle.com/models
https://modelzoo.co/
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Fine tune a (Bert) model 
● Choose your model
● Data preparation
● Check the model architecture
● Hyperparameter tuning
● Evaluation
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Fine tune a (Bert) model 
● Fine tuning a pre-trained model can be very powerful
● We can use the same model architecture to new datasets
● The dataset should be similar to the original dataset the pretrained model

was trained on 
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Summary Outlook

● Contact us, if you want to use our cluster
● Ask for a test-project 

 
● Have big datasets more then 100 GB → get in touch with us
● Multi-GPU Training → get in touch with us 
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References

● LLM_webinar_EuroCC_githubLLM_webinar_EuroCC_github
https://github.com/sonersteiner/20231009_LLM_webinar_EuroCC

● ageron-ml3-github
https://github.com/ageron/handson-ml3

●  dl-python-chollet-github
https://github.com/fchollet/deep-learning-with-python-notebooks

https://github.com/sonersteiner/20231009_LLM_webinar_EuroCC
https://github.com/sonersteiner/20231009_LLM_webinar_EuroCC
https://github.com/ageron/handson-ml3
https://github.com/fchollet/deep-learning-with-python-notebooks
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